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U Politecnica de ValenciaValencia, Spain �IBM Watson Research CenterYorktown Heights, NY�Princeton UniversityPrinceton, NJ �Carnegie MellonPittsburgh, PA �SRI InternationalMenlo Park, CA �Hong Kong Tech UniversityHong KongABSTRACTWe present a maximum entropy language model that in-corporates both syntax and semantics via a dependencygrammar. Such a grammar expresses the relations be-tween words by a directed graph. Because the edges ofthis graph may connect words that are arbitrarily farapart in a sentence, this technique can incorporate thepredictive power of words that lie outside of bigram ortrigram range. We have built several simple dependencymodels, as we call them, and tested them in a speechrecognition experiment. We report experimental resultsfor these models here, including one that has a small butstatistically signi�cant advantage (p < :02) over a bigramlanguage model.1. INTRODUCTIONIn this paper, we propose a new language model to rem-edy two important weaknesses of the well-known Ngrammethod. We begin by reviewing these problems.Let S be a sentence consisting of words w0 : : : wn, eachdrawn from a �xed vocabulary of size V . By the laws ofconditional probability,P (S) = P (w0)P (w1 j w0) : : : P (wn j w0 : : : wn�1): (1)Unfortunately, this decomposition, though exact, does notconstitute a usable model. P (wi j w0 : : : wi�1), the gen-eral factor in (1), requires the estimation and storage ofV i�1(V � 1) independent parameters, and since typicallyV � 25; 000 and n � 20, this is infeasible.Ngram models avoid this di�culty by retaining onlythe N � 1 most recent words of history, usually withN = 2 or 3. But this approach has two signi�cant draw-backs. First, it is frequently linguistically implausible,for it blindly discards relevant words that lie N or morepositions in the past, yet retains words of little or no pre-dictive value simply by virtue of their recency. Second,such methods make ine�cient use of the training corpus,since the distributions for two histories that di�er only bysome triviality cannot pool data.In this paper we present a maximum entropy depen-dency language model to remedy these two fundamentalproblems. By use of a dependency grammar, our modelcan condition its prediction of word wi upon related wordsthat lie arbitrarily far in the past, at the same time ignor-ing intervening linguistic detritus. And since it is a max-imum entropy model, it can integrate information fromany number of predictors, without fragmenting its train-ing data.2. STRUCTURE OF THE MODELIn this section we motivate our model and describe it indetail. First we discuss the entities we manipulate, whichare words and disjuncts. Then we exhibit the decomposi-tion of the model into a product of conditional probabili-ties. We give a method for the grouping of histories intoequivalence classes, and argue that it is both plausible and

e�cient. Since our model is obtained using the maximumentropy formalism, we describe the types of constraints weimposed. Finally, we point out various practical obstacleswe encountered in carrying out our plan, and discuss thechanges they forced upon us.2.1. Elements of the ModelOur model is based upon a dependency grammar [2], andthe closely related notion of a link grammar [10, 5]. Suchgrammars express the linguistic structure of a sentence interms of a planar, directed graph: two related words areconnected by a graph edge, which bears a label that en-codes the nature of their linguistic relationship. A typicalparse or linkage K of a sentence S appears in Figure 1.
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<s> </s>Figure 1. A Sentence S and its Linkage K. <s> and </s>are sentence delimiters.Our aim is to develop an expression for the joint prob-ability P (S;K). In principle, we can then recover P (S)as the marginal PK P (S;K). In practice, we make theassumption that this sum is dominated by a single termP (S;K?), where K? = argmaxK P (S;K), and then ap-proximate P (S) by P (S;K?).For our purposes, every sentence S begins with the\word" <s>, and ends with the \word" </s>. We useshudder quotes because these objects are of course not re-ally words, though mathematically our model treats themas such. They are included for technical reasons: the startmarker <s> functions as an anchor for every parse, andthe end marker </s> ensures that the function P (S;K)sums to unity over the space of all sentences and parses.A directed, labeled graph edge is called a link, and de-noted L. (Formally, each L consists of a triple of parse-node tags, plus an indication of the link's direction orsense; we depict them more simply here for clarity.) Alink L that connects words y and z is called a link bigram,and written yLz.Each word in the sentence bears a collection of links,emanating from it like so many 
owers grasped in a hand.We refer to this collection as a disjunct, denoted d. A dis-junct is a rule that shows how a word must be connectedto other words in a legal parse. In linguist's parlance, aword and a disjunct together constitute a fully speci�edlexical entry.For instance, the disjunct atop dog in Figure 1 meansthat it must be preceded by a determiner, and followedby a relative clause and the verb of which it is the sub-ject, in that order. Intuitively, a disjunct functions as ahighly speci�c part-of-speech tag. Note that in di�erentsentences, or in di�erent parses of the same sentence, agiven word may bear di�erent disjuncts, just as the worddog may function as a subject noun, object noun, or verb.To appear in Proceedings of Eurospeech '97 1
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A disjunct d is de�ned formally by two lists, left(d) andright(d), respectively its links to the left and right.2.2. Decomposition of the ModelJust as wi is the ith word of S, we write di for its disjunctin a given linkage. It can be shown that if a sequenced0 : : : dn of disjuncts is obtained from a legal linkage K,then the linkage can be uniquely reconstructed from thesequence. ThusP (S;K) = P (w0 : : : wnd0 : : : dn) = P (w0d0 : : : wndn)where it is understood that this quantity is 0 if the dis-junct sequence does not constitute a legal linkage. Nowlet us write hi for the history at position i. That is, hilists the constituents of the sentence and its linkage up tobut not including widi; explicitly hi = w0d0 : : : wi�1di�1.Hence by the laws of conditional probability, we have theexact decompositionP (S;K) = nYi=0 P (widi j hi) (2)A given factor P (widi j hi) in (2) is the probability thatword wi, playing the grammatical role detailed by di, willfollow the words and incomplete parse recorded in hi. Fig-ure 2 depicts this idea.
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The dog I heard last night<s>Figure 2. Meaning of P (w7d7 j h7). h7 is the sequence ofall words and disjuncts to the left of position 7. Positionsare numbered from the left, starting with 0.2.3. Equivalence Maps of HistoriesThe problem is now to determine the individual probabili-ties in the right hand side of (2). But once again there aretoo many di�erent histories, hence too many parameters.We are driven to the solution used by Ngram model-ers, which is to divide the space of possible histories intoequivalence classes, via some map � : h 7! [h], and thento estimate the probabilities P (wd j [h]). Approximatingeach factor P (widi j hi) by P (widi j [hi]), equation (2)yieldsP (S;K) = nYi=0 P (widi j hi) � nYi=0 P (widi j [hi]): (3)This expedient has the advantage of coalescing, intoeach class [h], evidence that had previously been splin-tered among many di�erent histories. It has the dis-advantage that the map h 7! [h] may discard key el-ements of linguistic information. Indeed, the trigrammodel, which throws away everything but the two pre-ceding words, leads to the approximation P (barked jThe dog I heard last night) � P (barked j last night): Thisis precisely what drove us to dependency modeling in the�rst place.Our hope in incorporating the incomplete parse intoeach hi is that the parser will identify just which wordsin the history are likely to be of use for prediction. Toreturn to our example, we have a strong intuition thatbarked is better predicted by dog, �ve words in the past,than by the preceding bigram last night. Indeed, none ofthe words of the relative clause|to which barked bearsno links|would seem to be of much predictive value.

This intuition led us to the following design decision:the map � : h 7! [h] retains (1) a �nite context, consistingof 0, 1 or 2 preceding words, depending upon the particu-lar model we wish to build, and (2) a link stack, consistingof the open (unconnected) links at the current position,and the identities of the words from which they emerge.The action of this map, when retaining two words of �nitecontext, is depicted in Figure 3.
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The dog I heard last night<s>Figure 3. Meaning of P (w7d7 j [h7]). [h7] consists of theelements displayed in black. � discarded the pale elements.We include the �nite context in [h] because trigramand bigram models are remarkably e�ective predictors,despite their linguistic crudeness. We include the linkstack because it carries both grammar|it constrains thed that can appear in the next position, since left(d) mustmatch some pre�x of the stacked links|and semantics|we expect the word in the next position to bear somerelation of meaning to any word it links to. Moreover, thischoice for � has the advantage of discarding the words andgrammatical structure that we believe to be irrelevant (orat least less relevant) to the prediction at hand.2.4. Maximum Entropy FormulationEven with the map h 7! [h], there are still too manydistinct [h] to estimate the probabilities P (wd j [h]) di-rectly from frequencies. To circumvent this di�culty, weformulated our model using the method of constrainedmaximum entropy [1]. The maximum entropy formalismallows us to treat each of the numerous elements of [h] asa distinct predictor variable.By familiar operations with Lagrange multipliers, weknow that the model must be of the formP (wd j [h]) = e�i�ifi(w;d;[h])Z(��; [h]) (4)Here each fi(w; d; [h]) is a feature indicator function, moresimply feature function or just feature, and �i is its asso-ciated parameter. The constraint consists of the require-ment EP̂ [fi] = E ~P [fi]; (5)that is, it equates expectations computed with respectto two di�erent probability distributions. On the righthand side, ~P stands for ~P(w; d; [h]), the joint empiricaldistribution. On the left hand side, P̂ is the compositedistribution de�ned by P̂ (w; d; [h]) = P (wd j [h]) � ~P ([h]),where P (wd j [h]) is the model we are building, and ~P ([h])is the empirical distribution on history equivalence classes.2.5. Model ConstraintsAssuming that we retain one word of �nite context, de-noted h�1, we recognize three di�erent classes of feature.The �rst two classes are indicator functions for unigramsand bigrams respectively, and are de�ned asfz(w;d; [h]) = 1 if w = zfyz(w;d; [h]) = 1 if w = z and h�1 = yattaining 0 otherwise. Typically, there are many suchfunctions, distinguished from one another by the unigramor bigram they constrain. These notions are more fullydescribed in [6, 8, 9].The novel element of our model is the link bigram con-straint. It is here that we condition the probability ofTo appear in Proceedings of Eurospeech '97 2



the predicted word w upon linguistically related words inthe past, possibly out of Ngram range. The link bigramfeature function fyLz(w; d; [h]) is de�ned byfyLz(w;d; [h]) = 1 if w = z and [h] � d via yLzattaining 0 otherwise. The notation \[h] � d," read \[h]matches d," means that d is a legal disjunct to occupy thenext position in the parse. Speci�cally, if left(d) containsr links, then these must exactly match the links of the�rst r entries of the link stack of [h], both lists giveninnermost to outermost. Figure 4 depicts matching andnon-matching examples. The additional quali�cation \viayLz" means that at least one of the links must bear labelL, and connect to word y. Thus in Figure 1, we havefdogSbarked(w7; d7; [h7]) = 1 but fISbarked(w7; d7; [h7]) = 0,since the parse links dog and barked, but not I and barked.
E

T

S

AV

J

E

T

S

E

T

S

AV

J

T

S

heard

last

<s>

dog

J

AV S

AV

heard

last
<s>

dog

link stack of [h] left(d) link stack of [h] left(d) link stack of [h] left(d)

<s>

<s>

dog

<s>

<s>Figure 4. Matching and Non-Matching [h], d Pairs. Left,center: matching. Right: non-matching. Innermost links areat the bottom of the page, outermost at the top.2.6. Practical ConsiderationsUnfortunately, the model just described is infeasible|thenumber of potential futures fwg � fdg is too large. Forthis reason, we decided to move the sequence of disjunctsinto the model's history. Because the sequence d0 : : : dnis identi�ed with the parse K, this yields a conditionalmodel P (S j K).In this reformulation of the model, the history hi ateach position i consists of the preceding words w0 : : : wi�1,and all disjuncts d0 : : : dn. As before, the map � : hi 7![hi] retains only the �nite context and the link stack atposition i. By adopting this expedient, we were able tobuild several small but non-trivial dependency models.Of course, we are ultimately still interested in obtainingan estimate of P (S;K). This can be recovered via theidentity P (S;K) = P (S j K)P (K), but we are then facedwith the computation of P (K). As it happens though theparsing process generates an estimate of P (K j S), andwe may use this quantity as an approximation to P (K),yielding P (S;K) � P (S j K)P (K j S):This decomposition is decidedly illegitimate, and rendersmeaningless any perplexity computation based upon it.However, our aim is to reduce the word error rate, andthe performance improvement we realize by incorporatingP (K j S) this way is for us an adequate justi�cation.3. EXPERIMENTAL METHODIn this section we discuss the training and testing of ourdependency model. We describe the elements of our ex-perimental design forced upon us by the parser, our meth-ods for training the parser, its underlying tagger, and thedependency model itself, and how we use and evaluate themodel.3.1. Tagging and ParsingOur model operates on parsed utterances. To obtain therequired parse K of an utterance S, we used the depen-dency parser of Michael Collins [2], chosen because of itsspeed of operation, accuracy, and trainability. This parserprocesses a linguistically complete utterance|that is, asentence|that has been labeled with part-of-speech tags.The parser's need for complete, labeled utterances hadthree important consequences.

First, we needed some means of dividing the waveformswe decoded into sentences. We adopted the expedientof segmenting all our training and testing data by hand.Second, because the parser does not operate in an incre-mental, left-to-right fashion, we were forced to adopt anN -best rescoring strategy. Finally, because the parser re-quires part-of-speech tags on its input, a prior taggingstep is required. For this we used the maximum entropytagger of Adwait Ratnaparkhi [7], again chosen becauseof its trainability and high accuracy.All training and testing data were drawn from theSwitchboard corpus of spontaneous conversational Eng-lish speech [4], and from the Treebank corpus, which isa hand-annotated and hand-parsed version of the Switch-board text. We used these corpora as follows. First wetrained the tagger, using approximately 1 million words ofhand-tagged training data. Next we applied this trainedtagger to some 226,000 words of hand-parsed trainingdata, which were disjoint from the tagger's training set;these automatically-tagged, hand-parsed sentences werethen used as the the parser's training set. Finally, thetrained tagger and parser were applied to some 1.44 mil-lion words of linguistically segmented training text, whichincluded the tagger and parser training data just men-tioned.The resulting collection of sentences and their bestparses constituted the training data for all our depen-dency language models, from which we extracted featuresand their expectations. For all features, we used ratiosof counts, or ratios of smoothed counts, to compute theright hand side of each constraint (5).3.2. Training of the Dependency ModelTo �nd the maximum entropy model subject to a given setof constraints, we used the Maximum Entropy ModelingToolkit [8]. This program implements the Improved Iter-ative Scaling algorithm, described in [3]. It proved to behighly e�cient: a large trigram model, containing 12,412unigram features, 36,191 bigram features, and 120,116 tri-gram features, completed 10 training iterations on a singleSun UltraSparc workstation in under 2 1/2 hours.3.3. Testing ProcedureFor testing, we used a set of 11 time-marked tele-phone conversation transcripts, linguistically segmentedby hand, then aligned against the original waveforms toyield utterance boundaries. To implement the N -bestrescoring strategy mentioned above, we �rst used com-mercially available HTK software, driven by a standardtrigram language model, to generate the 100 best hy-potheses, S1; : : : ; S100, for each utterance A. We chosethis relatively small value for N to allow quick experi-mental turnaround.For each hypothesis S, containing words w0 : : : wn, wecomputed the best possible tag sequence T ? using the tag-ger, and from S and T ? together the best possible disjunctsequence D? using the parser. Note that n, T ? and D?taken together constitute a linkage K. In fact this three-some was our working de�nition of K?, the best possiblelinkage for S. (Note that the maximization of T ? from S,and then of D? from T ? and S, is not the same as thejoint maximization of D? and T ? from S, and hence thisis an approximation to K?.)With these entities in hand, we then rescored using theproduct P (A j S)P (S), where P (A j S) is the acousticscore, P (S) is the geometrically averaged quantityP (n)�P (T j n;S)�P (D j T; n; S)
P (S j D;T; n)� (6)and �, �, 
 and � are experimentally-determined weights.Here P (n) is an insertion penalty, which penalizes the de-coding of an utterance as a sequence of many short words;To appear in Proceedings of Eurospeech '97 3



model number of constraints wer (%)unigram bigram linkbg dm all2g24 12,412 36,191 48.3 47.41g2c4 12,412 37,007 48.3 48.12g24c7 12,412 36,191 10,005 47.5 46.82g24c2 12,412 36,191 46,666 48.4 47.62g24c5mi 12,412 36,191 12,130 48.6 47.5Table 1. Experimental Results.P (T ? j n;S) is the tagger score; and P (D? j T ?; n; S) isthe parser score. Recalling that T ?, D? and n togetherconstitute K?, we recognize the quantity P (S j D?; T ?; n)as precisely P (S j K?), and it is here that our model �-nally enters the decoding process. The remaining factorsof (6) are our estimate of P (K? j S).4. RESULTS AND CONCLUSIONSWe built and tested �ve models with this scheme|abaseline and four dependency models. All of our mod-els were maximum-entropy models, trained as describedabove; all of them retained all unigrams of count � 2 asconstraints. They di�ered only in the number and natureof the additional constraints included during training, andthen used as features when computing P (S j K).4.1. Model DetailsModel 2g24, a maximum entropy bigram model, was ourbaseline. For 2g24 we included all unigrams, as well allbigrams of count � 4. Here \bigram" is used in the usualsense of two adjacent words; we will call this an adjacencybigram to distinguish it from a link bigram. Thus thismodel does not use the parse K at all.For our �rst two dependency models, 1g2c4 and 2g24c7,we labeled each link with its sense only ( or !), eras-ing the other labels the link carried. For 1g2c4, we re-tained unigrams as above but no adjacency bigrams|thatis, we included no �nite context in the history|and in-stead included all link bigrams, labeled with sense only,of count � 4. Thus 1g2c4 is the link bigram analog of2g24; its performance relative to the baseline measuresthe value of link bigrams versus adjacency bigrams.All the rest of the models we built retained unigramsand adjacency bigrams as in 2g24; they di�ered only inwhat constraints beyond these were included. For 2g24c7,we included beyond 2g24 all sense-only link bigrams ofcount � 7. This was our best model.For the last two models, 2g24c2 and 2g24c5mi, we didnot erase the link label information|part-of-speech tagsand parser labels|as above. Model 2g24c2 included be-yond 2g24 all fully-labeled link bigrams of count � 2.Finally, for model 2g24c5mi, we applied an information-theoretic measure to link selection: we included beyond2g24 all link bigrams of count � 5, for which the averagelink gain [11] exceeded 1 bit.4.2. Model PerformanceTable 1 above lists word error rates for these models. Col-umn dm reports results with �;
 = 0, in expression (6),and � and � �xed at nominal values. The superior perfor-mance of 2g24c7 over the baseline in this column, thoughsmall, is statistically signi�cant according to a sign test,p < :02. Column all reports results with all exponentsof (6) allowed to 
oat to optimal values on the test suite,determined independently by grid search for each model.We interpret the identical dm performance of 2g24 and1g2c4 to mean that the link bigrams captured essentiallythe same information as regular bigrams. Moreover, thesuperior �gures of column all versus dm con�rm our intu-ition that the tag and parse scores are useful.
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